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I. INTRODUCTION

- The BRLSC code 1s a modified version of the HELP
code and was developed under Contract DAAD OS-7O-C-027S[2]
to the U. S. Army Ballistics Research Laboratory for the
purpose of predicting phenomena associated with the perfor-
mance of shaped charges. During the proéess of modifying
HELP to enable it to handle shaped charge problems, a number
of -additions and changes were introduced. The resulting
differences between HELP and BRLSC fall into two basic
categories. The first . category includes the necessary
additions to enable the code to generate shaped charge
problems, treat explosives, simulate a slip surface between
the liner and the explosive, and insure realistic jet for-
mation. .These additions were specifically required by the
shaped charge application. The second category consists of
changes made to.improve fhe.way in which free surface cells
are handled, to allow the thin liner to move through the

-grid without becoming distorfed,,to increase the reliability -

and stability of calculationé, and to decrease the cost of

| running problems. As the result of these additions and

changes, most of the subroutines in BRLSC have been changed
substaﬁtially from the original HELP version. However, since
most of the logic involved is similar to that employed in
HELP,-users'familiar with HELP should have no difficulties
with BRLSC. | |




It is the purpose of the present document (Volumes I
and II) to report the BRLSC program in detail for potential
users. A companion report to this one, by R.T. Sedgwick,

J.M. Walsh, and the present author, gives a general discussion

of the shaped charge problem and computed results for three
specific cases.

In Section II of this report a general descriptibn of
the numerical method is presented. Section III deals with
the elastic-plastic constitutive relations. In Section IV,
the method used to propagate tracer particles is described
and the way in which these particles are used is explained in
detail. Section V describes the pressure'iteration scheme
used in determining the pressures in cells containing more
than one material. Ih,Section'VI'the method used to apply
a pressure boundary condition is described. ' (By using this
pressure boundary condition, an effective slip surface is
introduced.) Section VII describes several sample calc@lations
which have been run with BRLSC. Finally, Section VIII is a
users guide and provides a brief description of every sub- -
routine,'detailed instructions for generating and restarting
problems, and a dictionary of important variables. In Volume

II of this report, a complete listing of the BRLSC FORTRAN
program is provided. ' A .
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IT. GENERAL DESCRIPTION OF THE NUMERICAL METHOD

_ In the present section the conservation equations and
the numerical model used. to treat these equations are presented.
In addition the equations of state used to model both the con-
densed inert material and the expldsives are presented, along |

with the necessary-equation-of-state parameters for ten liner

2 L]

-~
o

‘materials and eighteen explosives.

o

2.1 CONSERVATION EQUATIONS

23

Space is divided into fixed Eulerian cells through
which the fluid moves. To arrive at expressions for theiraté_
of change of total mass, momentum and energy within such a |
cell, it is convenient to start with the eqqggions of motion

1

§§ in the form:
3 _ 3 [ - .
3t Bx.'(pui)_ L , (l)
i
Du.
_J - 9
° Pt - 9xy (01]) (2)
D
DE
- T _ 3 |
£ ot T X (cijuj) R Fs)

E.‘. 'h/.ﬂ
"

Here the o.. are the components of the stress tensor, which
can be regarded as the sum of the hydrostatic pressure, -GijP,

and the deviatoric stress component, Sij’ i.e., -

ijP : (4)

Q
[
L=
1]
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and ET is the total energy (kinetic'plus internal) per unit
mass. Tensor notation is implied, so that repeated indices

denote summation.

Expanding the convective derivatives in Eqs. (2) and
(3), Df/Dt = 3f/5t + uj Bf/Bxi, then adding Eq. (1) times uj
to Eq. (2), and Eq. (1) times ET to Eq. (3), and collecting

terms, gives

57 (o) = g ony - g (ouyy )
%f (DET) = _339(:( ij J) ) 5_?(: (pulET) : (6)

For the developments to follow it is desirable to re-
place these differential equations by the analogous integral
equations, obtained by integrating over the cell volume, V,
and then converting the volume integral of divergences to
surface integrals over the cell surfaces. Equations (1), (5),
and (6) then become . |

%Ef pdV = - f pu,n. ds (7)

3 _ ) .
ﬁ‘{ pujdV = f oijnids f puianids (8)
s s
g‘f f pETdV = f oijujnids - / puiETnidS . .(9)
\ s s . o
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2.2 DIFFERENCE EQUATIONS

2.2.1 Division into Phases

It is convenient to express the integral conservation
relations, Eqs. (7) through (9), as finite difference equations
over the time step At and also to decompose the total stress’

Gij into its deviator and hydrostatic components, according

‘to Eq. (4). This gives, for the increments of total mass (m),

momenta (muj) and energy (mET) within the cell-

Am = . o - At./g puinids

o (10)
A(muj) = - At J/ﬂ (Sijp - Sij)nids . At J(.(puiuj)nids
-' | s‘ | o & (11)
A(mET) = - At J/‘ (Sijp - Sij)uinids - At JC.(puiET)gids
. | s o :
| a2y

Here, the terms on the right are divided into increments due

to pressure and stress deviator forces on the cell surface

~ (first colume), and the increments (second column) due to the

transports of mass, momentum or energy through the surface of
the cell. Thése two types of contributions are accounted for
in the computation in distinct phases. Specifically, during

each time step all cells are updated for:
e Pressure and deviator stress effects in Phase 1

e Transport effects in Phase 2




Before discussing the breakdown of the calculations
into phases, some preliminary definitions will be useful.
'Superscript n on a variable refers to the value of the
variable at the beginning of the time step and superscript
(n+1) denotes the value at the end. In this discussion a
typical cell in the interior of the grid is considered; .
Section 2.2.2.6 discusses the special conditions which de-
scribe the handling of the gfid boundaries and the axis of
symmetry. For a typical cell, denoted by a value of the index
k, the.dependent variables for that cell are written P(k),
Ser (), S, (), S (K), UK), V(K), E (k), m(K), o(K),
representing respectively the hydrostatic pressure, the three
deviator stress terms, the radial and axial components of
velocity, the specific internal energy, the mass, and the
average density for cell k. The adjacent cells above, below
and to the right and left of Xk are designated respectively
as ka, kb,'kr, and k1. Here the terms above, below right and
left refer to a cross-section view of the cells, in which the
left border is parallel to the axis of symmetry with 2z in-
cfeasing upward (see Fig. 1). . Each cell is, then, the torus
obtained by rotating the rectangle (since Ar # Az in general)
about the axis of symmetry. In the discussion that follows,
the calculation of the terms on the right of Egs. (10) through
(12) are described sequentially starting with Phase 1.

2.2.2 Phase 1--Effects of Pressures and Deviator Stresses

" In Phase 1, the pressure forces and stress deviator
forces (if effects of strength 5re being included) are usédg
to update the velocitics and internal energies. The difference
equations used in Phase 1 were chosen because they prevent
under-dense cells from being "kicked'" and therefore, eliminate
the nced for "GLUEing'. An artificial viscosity has also been
included in the differencing scheme in order to minimize insta-

bility in low velocity stagnation regions.

6
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The pressures used in Phase 1 are calculated by EQST
and set in subroutine CDT. The deviator stresses used are
computed in subroutine PH3. If the effects of strength are

not being included, the deviator stresses are set to zero.

2.2.2.1 Continuity Equation, (10)

No contribution to Phase 1.

2.2.2.2 Equation of Motion, (11)

1. Axial Motion .

‘The change in axial momentum is:

A (V) =[Ab(Pb.'+ Q® - sb,) - at{pt 4 ot - st

ZZ zz
T T L2 -8
+ A Srz - A Srz} At

2. Radial Motion

The change in radial momentum is:

A(mu) = [A"(P2 + Qb - st - AT (pT + T - sT_)

tet b.b T L
+ Atst - APSP 4 (AT - A%)

P + S__(x) + Szz(k))]At




2.2.2.3 Energy Equation

The change in total cell energy is:

a(mEp) = Ab[VP(Pb NPCII ) - Ubsgz]

22
[ ’ "
Catlutfpt L At ot ) L tet
Af|v (pt + Qb - st ) - v Sra)
- ' w
e 2ok . 8 b 2.2
+ AM|uRRt . ot - st.) - Visp,

_ . o |
r T T T r Tr.T
- AT (pT + oF - Srp) -V Sro|(At

2.2.2.4 Definition of Variables

A" = . area of cell surface m.
p" = pressure at the interface between cell k and
k]n L] . .
"= {p(k)P(km) + o(km)P(k)}/[p(k) + p(km)]
S?f, S?z = deviator stress at the interface between cell
.k and km. ' '
m L 3
Sy, T [o(k)szz(km) + o(km)Szz(k)]/[o(k) + p(km;]
S?z = shear stress at the inferface between cell k

and knm.

ST, = [ots, G + oGS, (9] /[o00) o in)|

TZ




g U™ = axial and radial velocities at the interface
between celll k and km.

m

Ve o= [o(k)V(k) + o(km)V(kmi]/[p(k) * p(km)}

Q™ = pseudo-viscous pressure at the interface
between cell k and km.

m

Q" = c‘-[U(k) - U(km)Hl(P"‘-sﬁr)[pck) + p(km)j/Zi

LN,

in radial direction -

- c.[vck) - V(km)Nl(Pm‘Sr;z)[p(k) ’ “km)}/zl

in axial direction
and C 1is a constant = 1 if interface is compressing

. =,4 if interface is expanding

2.2.2.5 Extension of Phase 1 to Mixed Cells

If a cell contains more than one material, it is necessary
to update the specific internal energies of each material in the
cell. This is done by first estimating the sound speed (c;)
in material i. Then

ASIE. = m(k) - AAIX
1 m.

p? ¢z 2, A
oy p2c?

. 11

where AAIX is the change in specific internal energy for
cell k, m; is the mass of material i, and p.

i is the density
of material 1i.

10




3

The densities of free surface mixed cells are also up-

el

dated in Phase 1. This is done by first determining the change
in volume for the entire cell as a function of the velocity

£

field according to the formula

b,,b

\%

L

AVOL = [AQUQ - ATyT + aPyP AtVt]At

§
¥

The density of material 1 1is then updated according to

the following expréssion:

p§n+1) - ' 1
1 n
1 AVOL E:mi/pi

+

n 2 m. :
Pi VCELL o7 2 E :___L_
1 1 2 :
. n?_,
. Pi ¢4

where VCELL = total cell volume. For a cell containing only

one material, this reduces to

XgE

&
(n+1) _ Pi
Pi (1 + AVOL/VCELL)

zr_rmr- 2

2.2.2.6 Special Considerations Along the Grid Boundaries

It is necessary to define interface values for stresses
and velocities at the top, bottom, right and left of the com-

Eyef ]

putational grid.

1. Top of Grid (transmittive)

@

If cell k 1is at the top edge of the grid,

g] t .

: Pt = P(K) | sﬁz =5, (k)
o]
} t N .= t _
| Szz = Sy () vt = v(k)
- ut = U(K) Qt = 0
2 11

4
Seliw s




and the total theoretical energy is updated by
] tlotfot ot} _ tet
ETH = ETH + A [v (bt - st) - v er]At

2. Right of Grid (transmittive)

If cell k is at the right edge of the grid

ro_ ro_

P’ = P(k) Sp, = S.,(K)
T . T _

Sty = Spp(K) R V(k)
ut = uk) ' QT = 0

and the total theoretical energy is updated by

_ Tl T{pT _ T \_. yTal |.,.
ETH = ETH + A [U (e - 8T )- v Srz]At
3. Bottom of Grid (transmittive)

If cell k is at the bottom edge of the grid and the
bottom of the grid is transmittive (CVIS < 0)

P° = P(k) - S., = 8., ()
b _ ' b _

S,, = 8,,(K) VP = V()
= U . QP =0

and the total theoretical energy is updated by

e - b yb(pb L b ) . b
ETH = ETH - A [v (P° - 82 ) - v Srz]At

12
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4, Bbttom of G;id (reflective)

If cell k 1is at the bottom edge of the grid and if
the bottom of the grid is reflective (CVIS = 0)

PP = p(K) S
s =5 ) w® = v
zz z2 . ,
b g | b _ _, .C.l ) -
vP -0 Q V(| o (k)-S,, (K)o (K) |

- There is no need to'update the total theoretical energy for this

case since no work is done across a reflective grid boundary.

5. Left Edge of Grid (Axis of Symmetry--reflective)

If cell k is at the left edge of the grid

Prer) 0 S o=0.
L . .
- 'Srr = Srr(k) | | V_ = V(k)
u* = o. ot '-c-U(k)Vlf[p(k)-srr(k)]p(k)|

There is no need to update the total theoretical energy.

2.2.2.7 Additional Modifications

For the inadequately resolved region in the immediate .
vicinity of the axis, a change was made to prevent unrealistic
positive radial velocities in the jet. Specifically, when the

‘jet material is sufficiently expanded that cell pressures are

zero, any remaining positivc radial velocity is set to zero
and the rcsulting rcduction in kinetic energy is compensated
for by increasing the internal energy. '

13°




The small radial velocities which are corrected by this
procedure are believed to be caused by an artificially over-
heated jet, the artificial heating being in turn traceable to
error in the Phase 2 transport, which 1is accuratec to first
order only. It is likely that the correction would not be

needed in a very highly resolved calculation.

2.2.3 Phase 2--The Effects of Transport

In Phase 2 the transport of mass, momentum and enérgy
throughout the computational grid is calculated. This trans-
port is determined by integrating the last terms of Eqs. (10)
through (12). In the discussion below, primary attention is
given to the case of transport'between pure cells. At the
conclusion of this discussion, the special provisions required
to treat mixed cells are described. |

2.2.3.1 Continuity Equation

The transport mass is

Az(m) = - At Jf puyn;ds

[3
and is determined for each cell face from

= - d=
pd is the density of the cell from which the mass moves (donor
cell), A; is the arca of the face and u; is an interpolated
value of the velocity component normal to Ai representing

approximately the velocity at the interface at the end of the
time step. For example, considering cells k and ka '

14
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Calculated transport masses are subtracted from the donor cell
.mass and added to the acceptor cell mass. This updating is
done after the transport.terms have been calculated; all trans-

port terms are computed using the pre-transport quantities.

2.2.3.2 Equation of Motion
1. Axial Motion
- The term in Eq. (11) for axial momentum transport is
Az(muj)-f -.Gt.J/.(pujui)nids
o s

At each face of the cell the transport specific momen- .
tum, uj, is taken to be the axial velocity of the cell from
which the mass moves (donor cell, index kd), i.e.,

uy = v (kd) .

Since the various faces of the cell have different donor cells:
it is convenient to express the momentum transport for each

face
| _ .n
§(mv) = v (kd)ém
where

po U.A.At

Sm

15




is the mass which is transported acrcss the cell face, as given
in the preceding mass transport calculation. Note that &(mv)
is the axial momentum and the 6ém is the mass transported

in either the r or =z direction, depending on which face of
the cell is being computed.

2. Radial Motion

and, by analogy with the axial case, the equation for the.
transport of radial motion across an interface is

6§ (mu) = u®(kd) 6&m
where u"(kd) is the time n velocity of the donor cell and
dm = ipd UiAiAt is the mass which is transported across the

" cell face in question, as computed in the continuity equation
above. .

2.2.3.3 Energy Equation

From Eq. (12) the expression for transport of energy
is '

As(mE ) = - At./ pu E )niés

To evaluate this integral, the transported specific energy
is taken to be that of the donor cell, kd, i.e.,

Ej = ﬁ;(kd) e 1 [(un(kd))z . (v“(kd))z}
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and the total energy transported across a given interface is
therefore the product of this specific energy and the associated
transported mass computed from the continuity equation, i.e.,

p (Ep)= Epem .
Once the amount of mass, momentum and energy to be transported

is known for all faces of the cell, the cell quantities can be

updafed to account-for these effects. New cell velocities are

then determined by dividing the new momenta by the updated

cell mass. This fixes the new kinetic energy so that the
internal energy can be easily determined since the total energy

is known.

2.2.3.4 Ektenéion of Phase 2 to Mixed Cells

The procedure used to treat mixed cells is an extension

of the preceding method for transport between pure cells.

Specifically, the mass, say for material b, transported across
a given interface is, in analogy with the result in Section

2.2.3.1 above, jusf

Az(mb) = At u/r pp, Uy n; ds

where now Py is the donor cell density for material b and

the surface integral is now over just that part of the surface

area béibnging to material b. The density, Py, » is determined
by a préssﬁre iteration which is the subject of Section V. The
determination of the fractional surface area belonging to a

'given material is discussed in Section IV, paragraph 4.4.

The momentum transport, in analogy with the pure cell
case, 'is simply the product of the transported mass and the
appropriate velocity component (axial or radial) of the donor
cell.

17




The energy transported is the product of the mass
transported and the energy per unit mass, kinetic plus internal.
The kinetic-energy per gram is the same for all materials in
the donor cell since only one cell velocity is computed, but
the internal energies are generally different. The internal
energies aré updated in Phase 1 as described in previous
sections. '

As in the case of pure cells, final values of cell
variables in the mixed cells are easily determined once all
the transport quantities have been determined for the cell.
The new cell velocity components are calculated by dividing
the new momenta by the updated cell mass. 'This-determines
the new kinetic energy for each material. The internal
energy for each material is that which is necessary to con-

serve total energy, kinetic plus internal, for the individual
materials.

2.2.3.5 Additional Considerations for Free Surface Cells

If a mixed cell is also a free surface cell, an addi-
tional flux term is computed for each of the interfaces of the
cell. This is an associated volume flux and is determined by
dividing the mass flux across each interface by the donor cell
density used to compute the mss flux across the interface.
Thus, for each interface i, the volume flux for material n is

6VOL_ = -u. A At
n, i"ny
where A,; 1s the fractional area of material n at inter-

face 1. PH2 then updates the density of material n in a
free-surface cell by

p(n+1) -
n m
L Z 5VOLn
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2.3 EQUATIONS OF STATE

There are two equations of state used in BRLSC. The
first, used for determining pressures and constant energy
compressibilities in the liner, is that due to J. H. Tillotson.L°]
Only the condensed fbrﬁiéf the equation of state is inc¢luded
since the liner material should not be shocked enough to cause
significant vaporization of material. The second equation of |

state is for the explosive. This is a gamma-law gas equation

of state modified to give zero pressures ahead of the detona-

tion front.

2.3.1 Equation of State for the Liner

The subroutine EQST ﬁontains the equation of state for
the liner and has the form, for n > 1 - %ﬁ.’

P=P =]a+ —————]|1Ip + Ap + Bu? , (13)

and for the constant-energy compressibility

b( 31,4 ]
I n2 A
(3) ° 2 R a8
I ( I, 1) 0
I n?
0

. . A
and when n <1 5

a +

@l
Lol Ravi

P=P =]a+ —2——|1p - o< (15)




and

- )I =|a + 0 I | -~ (16)

In these equations P, I and p are pressure, specific inter-
nal energy and mass denSity respectively, n = p/po =qu + 1,
~and a, b, Io, A, B, and P, are constants for the particular
material. The values of these constants for ten materials are
given in Table 1.

 It is necessary to use the preceedings equations for
preésure in conjunction with those for compressibility to
insure that the préssure increases mohotonicaliy with dénsity,
i.e:,(aP/ap)I > 0. This is necessary to insure that the pressure
iteration scheme for calculating pfessufes in mixed cells
converges. -

2.3.2° Equation of State for the Explosive

The pressures and constant energy compressibilities for

the explosive are computed in subroutine EOSXPL using a modified
gamma-law equation of state. '

P=P_ = (y-1)p -.MAX[Imin, (1 -C - 10)] (17)

and

(%)I: (y-1) - max[Imin, (1 -c- Io)] | (18)
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In these equations, P, I and p are the pressure, specific
internal energy, and mass density respectively, and Yy and
In are constants for the particular explosive. Values of

these constants for eighteen explosives are given in Table Z.

I ;. is an input parameter (usually about 10° ergs)
which insures that (3P/3p); > 0. The variable C is a flag
ranging between 0 and 1 which is used to determine whether a
cell is behind (C = 0), intercepted By (0 < C < 1) or ahead

(C = 1) of the detonation front (see Fig. 2).

Each cycle, the position of the detonation front is

determined by
Rd = Rn + D T

where Rj is the radius of the detonétion front, R, is the
initial radius of detonation, D 1is the detonation velocity
given in Table 2, and T 1is time. For each cell in the grid,
Roin? the distance from the center of the detonation to the
corner of the cell k <closest to the center of the detona-
tion and Rmax’ the distance from the center of detonation
to the corner of the cell k furthest from the center of detona-
tion are calculated. Then

| Ry = Rpsp '
. €C=1-max {1, min (0, { — - (19)
max min
By using this technique and noting that cells containing ex-
plosive are originally set up with I = Io and p = p

. 0

the pressure in a cell ahead of the detonation front is then
P = (Y-l)p0 . Imin'
used in the calculation which is computed to be Z(Y-l)po *» Imin, .

the pressure in cells ahead of the detonation are set to zero.

Since there is a pressure cutoff (Pmin)

—————————— s e i o ———
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TABLE 2

EQUATION OF STATE CONSTANTS FOR EXPLOSIVEST

S ) R

Maégg;a} | | D Eo po |
Number Explosive cm/usec ergs/g g/cm Y
1 Baratol .487 |1.108 x 10'°12.610{3.42
2 |Comp B, Grade A | .798 [5.034 1.717{2.71
3 Comp B-3 .770 |5.423 1.715{2.54
4 Cyclotol (77/23) | .825 }5.271 1.75412.73
5 Datb . .752 |3.856 1.780(2.89
6 HMX .911 [6.395 1.891]2.74
7 LX-01-0 .684 [3.087 1.310)2.93
8 LX-04-1 .847 |5.622 1.865(2.72
9 LX-07-0 .864 15.627 1.865(2.76
10 Nitroglycerine .770 4.519 1.600]2.75
11 Nitromethane .629 |5.238 1.128{2.18
12 Octol (77.6/22.4)]| .848 [5.134 1.821/2.83
13 | PBX-9010 * .837 |5.283 1.783(2.76
14 PBX-9011 .850 |5.453 1.770]2.76
15 PBX-9404-03 .880 |6.409 1.840(2.65
16 | PETW .830 |4.993 1.770|2.81
17 RDX .864 |5.027 1.767(2.90
18 TNT .693  |3.729 1.630{2.73
TLee, E. L., H. C. Hornig, and J. W. Kury, "Adiabatic

Expansion of High Explosive Detonation Products,"
Lawrence Radiation Laboratory Report UCRL-50422, May 2,

1962.
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Center of ' Position of Detonation

- Detonation at Time T
/
C”'\- «32 C = 1.0
Cn~ .5 C=1.0
ém .96 C=1.0
C=1.0 C=1.0 C=1.0 C = 1.0.
1 2 3 4

Fig. 2--Calculation of C.
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ITTI. NUMERICAL METIIOD FOR COMPUTING DCEVIATOR STRESSES

3.1 INTRODUCTORY REMARKS

If it is desired to include the effects of material
strength in a particular solution, the deviator stresses
used in Phase 1 in conjunction with the pressure to update
the velocities and internal energies must be recomputed each
cycle. This is done in Phase 3 and is explained in the

following paragraphs.
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3.2 DETERMINATION OF STRAIN RATE DEVIATORS

As a first step in computing stress deviators, the
instantaneous strain-rate deviators are computed from the
velocity field. In cylindrical coordinates (in rectangular

coordinates, the u/x term is zero) these are

Me

IrTr X

"
e
'
W
P
=
b
+
<
<
+
xje
S

€.y = (uy + vx)/z_

Here the cell centered velocity gradients are computed as the
difference between interface velocities (a density weighted
average velocity) divided by the cell dimension. For example,
the interface velocity between cells k and kn is given'by

n _ p(k)v(k) + p(kn) v(kn)

M p(K) * p(kn)

n _ p(kKu(k) + p(kn) u(kn)

u
p(k) + p(kn)
. . Ka
and the'vglocity gradients can be expressed as
v - v& - P ..v ) vT - ¥ :
y Ay X AX K& S Kz
u = u? - P u = uf - ot
Y Ay X AXx :
- - . ' Kb
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The above calculation provides the strain rate deviator

associated with material at the cell center at the beginning
of the time step. It is necessary to recognize that consti-
tutive equations are to be applied only along a particle
path. To this end, one must take a convective derivative.
Consider the time N and position PN of a particle which,
at time N+1, will be at the cell center. At time N this
point will be offset from the cell center by

5§ X -u(k) At

-v(k) At . N

[l

Sy

ay

__._.___._.__
=
=
T\,
| P,
(=]
°
e

\
The strain rate deviators at the offset point Pk areé

determined by interpolation between cell center strain rate
deviators. This is done by weighting the contribution of
neighboring cells in proportion to their overlap areas with

a rectangle of cell dimensions, centered at PN. For example,

in the above sketch, the weighting factors are

for cell k |
WK = (ax - [éx])(ay - |&y])

for cell in horizontal direction

WKH = |sx[(ay - [sy])

27




for cell in vertical direction
WKV = |8y (ax - |é&x]|)

for cell in diagonal direction

WKD = |sx]||8y]|

so that the resulting interpolated value of a strain rate

deviator component, say € is given by

b A

(WK)e (k) + (wxﬁ)érz(kh)'+ (WKV)érz(kv) + (WKD)Erz(kd)
E =

rz WK * WKH + WKV + WKD

whi wi
277 €rpr €pgz for the mass which will be

at the center of cell k at the end of the time step, the

Having determined ¢ €
deviatoric strain increments can now be calculated.

For €.y

Aerz = €1, At
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3.3 DETERMINATION OF STRESS DEVIATORS

The deviatoric strain increments are next used in the
material constitutive equation, to update the stress deviator

tensor s To do this one first needs to compute the stress

ij’
deviator at time N for the particle in question. This is
done by employing the area weighting procedure described

above for strain rate deviators.
The deviatoric stress increments, dsij, are then deter-
mined by using the elastic relation

ds.. = 2Gde’.
1] 1)

where G 1is the modulus of rigidity and de{j are the incre-
ments of deviatoric strain. When such an increment of stress
causes the yield criterion to be violated each stress com-
ponent 1s proportionately reduced to_bring'the stress state

normally back to the yield surface. A variable yield strength
Y = (x +xP)(1- E/By)

is defined, to account for the increase in strength at high
pressures and the decrease in strength at elevated tempera-

tures. The three components of deviator stress are updated

by

N+1 _ N
Szz T Szz° 2G Ae,,

N+1 N

Syr. T Srr * 26 88

N+1 _ _N _

Srz = Spz 20884,
29




The following yield condition is imposed:

3945 T Sz T Spr TSt 25y 2V
where Séé = - (Srr + Szz) and Y 1is the yield strength in
shear. If the above inequality is exceeded during a time step,
as would occur in plastic deformation, all of the deviatoric
stress components are proportionately reduced. Thus the
state of stress has been returned normally to the yield
surface. If the second invariant is smaller than 2Y?, the

stress state is in the elastic regime and the stresses are
not reduced. ' '

The preceding éalculatipn updates “the si.,'giving
values of these quantities at cell centers (as corrected for
material convection.) These updated_deviatbr stresses are
then used along with the hydrostatic pressures in Phase 1 to
recomputé the velocities and inférnal enéfgies.
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3.4 MODIFICATIONS FOR GRID BOUNDARILS AND AXIS

The description given above applies to normal cells
within the grid. Additional statements must be made to cover

grid boundaries and the axis of symmetry.

Grid boundaries may be reflective (bottom grid boundary)
or transmittive (bottom, right or top). In calculating the
strain rate deviators at reflective grid boundaries (from the
velocity field) it is assumed that a row of fictitious cells
exists outside the grid. Each cell in this row is assigned

“the same tangential component of velocity and an equal and

opposite normal component of velocity as its real neighbor
cell at the grid boundary. Thus, for cell k at a reflective
bottom grid boundary, the fictitious cell just below k has

veloclties

e
]

u(k)

\'s -v (k)

These velocities are then used in an otherwise standard (above) .
calculation of the strain rate deviator tensor for cell k.
For transmittive boundary cells, one assumes that the .fic-
titious cell has both of its velocity components equal to
the velocity of the cell just inside the boundary.

u (k)

u

v = v(k)

With these assumptions, it is then possible to compute strain

rate deviators for the border cells.
The axis of symmetry is essentially a reflective grid
boundary. In calculating strain rate deviators for the

column of cells next to the axis, the cell '"to the left" is

assumed to have the same axial velocity and an equal and

31




dbposite radial velocity, i.e.,

v = v(k)

u =--q(k).

32




el g

§

7

B

Pty Tais

e [3e

i

H r
-4 -

™
Lo

IV. THE PROPAGATION OF TRACER PARTICLES
AND THEIR USE TO DESCRIBE MATERIAL INTERFACES

4.1 INTRODUCTORY REMARKS

The most compllcated logic of the BRLSC code is found
in the subroutines dealing with the definition and use of
material interfaces. Conceptually the task is not difficult.
The idea of moving tracer particles with a locally defined
velocity and using them to describe the interface between
materials is a simple one. Likewise, employing the partial
cell boundary areas determined by interface position to com-
pute the mass flux of materials is a very natural use of these
interfaces. The complexity of the task comes with making
the treatment completely general. -As the code is written,
there are no restrictions on the direction of the flow, on
the shape of the material interface, on the number of times
an interface can cross a cell boundary, or on the number of

materials contained in a cell.

It is hoped that the present section will aid the user
in understanding the organization and logic of these routines.
In particular, this section covers the .definition of the material
interfaces, the computation of fractional cell boundary areas
for each material in a mixed cell, and the use of these frac-

tional areas in defining the mass transport terms. The

- creation of mixed and pure cells, and the propagation of the

tracer particles that define the package+ boundaries will also

be discussed.

xINFZ\CF NEWMIX, NEWRHO, FLUX, CALFRC, ADJFLX, MOVTCR

+To distinguish the INFACE and PH’ (Phase 2) functions, it
should be noted that the mass transports (for mixed cells)
arc only computed and stored in INFACE. The actual trans-
port of all quantities, and the associated updating of cell
variables, is performed in PH2 for both mixed and purc cells.
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4.2 DEFINING MATERIAL INTERFACES

A set of massless tracer particles are initially posi-
tioned along the boundary of each material package. These
tracers are numbered such that the package is on the left as
one proceeds between any two consecutive tracers. The
material interface therefore is defined by the 1line segments
connecting these tracers. The initial density of tracers 1is
controlled by input variables. |

To prevent the boundaries of adjacent packages from
crossing, the tracers along the common boundary coincide
exactly. Because these identical points are moved with
exactly the same velocity, they remain supérimposed during
the entire calculation.

Subroutine INFACE is called each cycle to handle these
.massless tracer particles and to compute the effects that

the position of these particles have of mass fluxes, etc.
INFACE itself calls' a number of subroutines among which are:
MOVTCR which moves the tracers with the local velocity field,
CALFRC which computes the fractional cell areas defined by
the position of the tracers, FLUX which computes the mass
flux across mixed cell interfaces and ADJFLX which computes
the mass fluxes necessary to transport all the mass out of a
cell which has lost an interface.

- 34
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4.3 ADVANCING TRACER PARTICLES

*
The first thing that INFACE does ceach subcycle is

to call MOVTCR to move the tracer particles.

Each material'is circumscribed by a series of massless
tracer particles, which are propagated each time step a

distance’

>

where Ei is a local average velocity vector for the con-
tinuum, determined by an area overlap method which gives weight
to'velocities in the surrounding cells. Specifically, a rec-.
tangle of cell dimensions is superimposed on the partiélé to

be moved and then

LWL Ape(L)
L

->
u. =
X A
| L
’ L=1, , 4
A Al
! Al 2 |
G T
I A A
3 "|

Subroutlne I\F\CE is subcycled to minimize transport noise.

1_Slnce the tracer coordinates are in grid line units, thls
distance is converted from centimecters to cell units.




where p(L) 1is the density and a(L) is the cell-centered
velocity* of the overlapped cell L and Ap is the over-
lap area. This procedure gives a spatially continuous velo-
city field for particle propagation.

The passive, cell-centered tracers (XP, YP), used only
for plotting the mass flow within the package boundaries, are
moved by the same method.

4.3.1 Additional Modification to Insure Realistic
Jet Definition

An additional consideration must be made, when moving
the interface tracers, to insure that the jet is well defined.
Since the tracers are moved with an area weighted velocity
and since a very large velocity gradient exists near the
stagnation point at early times, some of the tracers describing
the inside surface of the liner near the axis aren't moved
downward fast enough; This error arises when the overlap area
extends into the relatively low velocity region near the stag-
nation point and causes a very uneven interface to form. An
example of this can be seen in Fig. 3. To overcome this
problem, a special modification has been included in the tracer
moving subroutine (MOVTCR) of BRLSC. This is outlined below:

1. When the problem is first set up, a function
describing the position of the tracers along
the inside su;face of the liner is derived,.
(y = £f(x), x, ¥y in cm) and the free surface
tracers which are defined by this function
identified. i.e., the tracers TX(NVOID,NS),
TY(NVOID, NS) through TX(NVOID,ND), TY(NVOID,ND)
define the inside surface of the tracer.

- _
These cell-centercd velocities have been updated by PH1
(pressurc and strength cffects) for this time step.
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TX (NVOID,NS), TY (NVOID,NS)
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%}
; woeeeo. Fig. 3--Comparison between modified and unmodified
ey versions of subroutine MOVTER
©
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In MOVTCR, the physical coordinates (cm) for
each tracer are computed. Thus, when moving

the free surface tracers, Xy» Yy is the physi-
cal location of tracer TX(NVOID,N), TY(NVOID,N).

The tracers are then moved so that tracer N
moves from (xg, yg )to (x§+l, y§+1).

y§+1 for free surface tracers in the range

ND > N > NS (defined in Step 1) are then
repositioned

+ +
R PRt R il IR ok
The new physical coordinates for the tracers

are then converted back to cell coordinates.

The coordinates of the tracers for materia
package 1 (the liner) are set equal to the’
appropriate free surface tracers moved with
the above method.
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4.4 COMPUTING FRACTIONAL AREAS

4,4,1 - Problem Dcfinition

When an Eulerian cell is cut by the material N inter-

face, we are interested in knowing what fraction of each side
3

LCLX@ .

of the cell should be associated with material N.

7,

Material

Package N

!v..-—g- —-[,‘..\,..]
Yo

v d L

5)

For example, the fractional areas associated with material

HER W I

N in the diagram above are as follows:

Left = 0
i Top ~ .87 (xi - X;-l)
F; Right ~ .7(y; - y5.1)2m x;
Bottom ~ .Sv(x; - X _1)

These fractional areas are used in Computing the mass flux
of material N across cach side of the mixed cell. (Actually,
for each mixed cell it is necessary to computc and store only
the fractional areas for the right and top sides since the

cells below and on the left provide the information for the

3, 39




other two sides.) The method given below for computing these
fractional arcas puts no restrictions on how many interfaces
are in a cell or on how many times a single interface crosses
a celllboundary._ It does, however, assume that a material
package boundary never crosses ‘itself, and experience has
shown that when it does the logic of INFACE breaks down.
'This is not a limitation of the method since the boundary will

not cross itself while running a shaped charge problem.

4.4.2 Computing Intersections of Interfaces
with Grid Lines

During each subcycle through INFACE, subroutine CALFRC

is called to compute fractional cell areas for mixed cells.

Subroutine CALFRC considers éonsecutively (two at a
time) the tracer points which circumscribe each material
package in a counter-clockwise direction. For simplicity,
the coordinates of the tracers are in grid line units rather
than centimeter units. Thus the coordinates of a pair of
pfacers immediately indicate whether they straddle one or
more cell boundaries. '

TX and TY are the FORTRAN variable names of a tracer's
x and y coordinates, respectively. The arrays are doubly
dimensioned; the first dimension identifies the material
package, the second gives the sequential ordering of the
points. In the example shown below, the indices indicate that
both tracer points'belong to material package one'(first index)
and that they are consecutive points (second index), namely
the 20th and 21st points describing package one. The x-
‘coordinates indicate the line through the points does not
intersect a vertical grid line, whereas the y-coordinates
indicate the line through the points intersccts the fourth
horizontal grid line. .
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5 TX(1,20) = 2.5}
21 - |
;? TY(1,20) = 3.5
4
26 TX(1,21) = 2.8
T 3 TY(1,21) = 4.6
2
1

4.4,3 Defining Fractional Areas of Intersected
Cell Boundaries

Subroutine CALFRC defines the point of intersection
of the line between two tracers and a grid line and uses it
to define the fractional area of the particular cell boundary
associated with material package one. The code recognizes.
from the sequential numbering of the points that material one

1s on the left of the point of intersection.

The FORTRAN variables FRACTP and FRACRT store the
fractional areas of the top'and right boundaries, respectively,
for all the materials of a mixed cell. These arrays are also
doubly dimensioned and are written as FRACTP(N,M) and
FRACRT (N,M) where the first dimension, N, identifies the
material package number and the second dimension, M, is an
index that links the mixed cell K to the special mixed cell
arrays by the relation, M=FLAG(K)-100. (Sce Appendix C.)
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If material package two is adjacent to material package
one, the material two tracers are identical to the material
one tracers, but are numbered in opposite order. For example,
package two tracers (say 30 and 31) that coincide with the
package one tracers discussed previously would be as follows:

TX(2,30) = 2.8
TY(2,30) = 4.6
TY(2,31) = 2.5
TY(2,31) = 3.5

The fractional area to the right of the intersection point

is associated with material package two, and is stored in
FRACRT (2,M). |

4.4.4 Defining Fractional Areas of Boundaries
Not Intersccted

Because the fractional area is a term in the flux
equations applied to mixed cells, it must be defined for the
right and top boundary of every mixed cell even if one.or both
are not intersected by a material interface. In that case the

fractional area either equals the total cell boundary area or _
is zero, e.g.

Material Package 1 FRACTP(1,M) = "(Xi - X;-l)
FRACRT(1,M) = [y, - y:_ .)2m
~ Yj ( J J 1)
~
‘\,\ FRACTP(2,M) = 0.
Material e, FRACRT (2,M) = 0.
" Package 2 N\ v :
- '\ . J'].
Xi-1 i
\
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In the above example, none of the material of package two is
transported across the right or top boundaries of the cell.

On the other hand, the full cell area is used to compute the
mass flux of the material of package one across these boun-
daries. There 1is clearly a need to systematically define

the fractional areas of mixed cell boundaries that are not
intersected by a material interface. The following discussion
illustrates how the fractional area of these non-intersected
boundaries are correctly defined by 'presetting" them when -
the interface enters a cell and "resetting'" them when it

leaves.

The direction of an interface, given by the sequential
order of the tracer points, determines whether one is entering
a cell or leaving it. When entering a cell, and if crossing -
this cell boundary for the first time, the program processes
the other sides of the cell in a clockwise order and presents
their fractional areas to equal the total cell boundary area
until it comes to a side that has already been crossed by the
same material interface (i.e., a side which has an associated
fractional area that is non-zero and is less than the total

area.)
Case (1) Fractional areas preset:
= 2 o2
/¢2§§2;> Bottom = n(xi xi-l) |
Left = (yj - yj_l)Zn X9
. ’ - .2 2
/ o s il
<z o
i-1 i
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Case (2) ' Fractional areas preset:

- 2 . g2
Bottom n(xi Xi-l)

Case (3) ‘Fractional areas preset:

None

If the interface of material N crosses a cell
bbundary for the second time, the code does not preset the
fractional areas when material N is between the two points
of intersection (Case 4). If material N is outside the two
points, the fractional areas are preset as described above
(Case 5). The program senses that material N is between
the points when the,sum of the fractional area computed on

the previous crossing(s) and the one computed currently is
greater than the total area. ' o
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Fractional areas preset:

Case (4)
None
J — T 7 T ¥previous

Case (5)

i

s TN
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2T 7/ Current
/7/////// /e _

Sum of area
s> Total area

Current

Fractional areas preset:

Bottom =_W(Xi - xi-l) |

Sum of area
< Total area




Actually this rule ho
interface crosses the
and Case 7.

Case (6)

Case (7)

) 1

7 e

| g

i-1 i

<=

When the interf
it has just left cell
zero the fractional ar
of cell K+1.

lds regardless of how many times the
boundary, as illustrated by Case 6

Fractional areas preset:

Bottom

m{x} - x{.1)

Left

Sum of areas
< Total area

Fractional areas preset:
: - None .
b 73 :
Ii evious Sum of areas
' Current > Total area

ij__? evious

— -

ace cnters cell K from the right,

K+1, and the program must 'reset'" to

cas of certain non-intersected sides
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In Cases 8 through 10 the side whcre the interface
leaves is crossed only once by this interface. Proceeding
in a clockwise direction from the side the interface has
left, the program resets to zero the fractional areas of the
non-intersected sides until it encounters a side that is

intersected by this interface.

feld L» [T LAl LI

Case (8) ' Fractional areas reset:
Top = 0.
Right = 0.

=1
|

Fractional areas reset:

Ld L

Top = 0.
D
: Case (10Q) - _ Fractional areas reset:

None

L3 el

L@]

£

3

[ SPUN




In Cases 11 and 12 beclow, the side where the interface
leaves has been previously crossed by this interface. The
program sums the fractional areas resulting from a previous
crossing of that boundary and the current crossing. If the
sum of these arecas is less than the total cell boundary area
(Case 11) none of the fractional areas of the other sides are

-reset. If the sum is greater_(Case 12), the program proceds
to reset to zero the areas of the other non-intersected sides
of the cell. ' |

Case (11) : Fractional areas reset: .

"~ None

Sum .of areas
< Total area

Case (12) | Fractional areas reset:
Top = 0.
Right = 0.

1}
o)

: ' = . Bottom
Previous .
o s :
,,f/’/<::>¥ - .. Sum of areas
fffffffgzzi ., . > Total area
‘:222;2%222? Current . : _

I i
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" The calculation of the fractional areas is thus re- -
duced to considering four directions of an interface with

respect to a specified cell K:

1. entering cell K, leaving cell KR

2. entering cell KR, leaving cell K
3. entering cell K, leaving cell KA

entering cell KA, leaving cell K.

i,v-] @I. }l
E=%

KA

[,' "A'.-j

Eid
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4,5 COMPUTING THE FLUX TERMS FOR INTERFACE CELLS

" The computation of fractional cell boundary areas is
performed in order to use the material interface positions
to define the mass flux of materials across interface cell
boundaries. For pure cells the mass flux (computed in
‘Phase 2) between two cells is

Am = V. A At

bt '
where Pr is the donor cell density, VT is an average of
the cell-centered velocities of the two cells, and A 1is
the area of the cell boundary for which the mass flux is

being computed.

For cells crossed by an interface this eQuation
becomes '

Am V.. FA, At/S

N~ PN V1 8N

where PN is the donor material N density, FAN is a frac-
tional cell boundary area for material N, and the time step,
At, is divided by S, the number times the INFACE subroutine
is subcycled. Thus an interface cell has mass flux terms
(which are calculated in subroutine FLUX) for its right and
top boundaries associated with each material package in the

grid.
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"In the case shown above, assume there are two material

packages in the grid; There are four mass flux terms asso-
ciated with cell K. Using the FORTRAN variables and assuming
M is the location in the mixed cell arrays associated with

cell X, the right boundary fluxes would be
[sAMMp(;,M)I v oppy Ur .292(yj - yj_l)Zﬂ x; At/s

.- y._l)Zn x; At/s

|5AMMP(2,M)1_§ orp Up .37s(yJ ; ;

and the tdp boundary fluxes would be

2 _ L2

| SAMPY (1,M) | ~ o1y V1 .411(31_. x2_;)n at/s
s , 2

|SAMPY (2,M) | ~ ppy Vo .ssa(x; - xi~l)ﬂ At/s

The sign of these fluxes indicates the direction of the flow.
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4.6 CREATING MIXED CELLS

4.6.1 Assigning Storate Location

Initially those célls containing a material interface
are created in SETUP when the problem is generated. Later,
as the interfaces move across the grid, new mixed cells are
created in NEWMIX (called by CALFRC which is called by INFACE).
Whenever a cell boundary is straddled by a pair of consecu-
tive tracers, INFACE checks that both cells (K and K°) on
either side of the boundary are mixed. If one or both are
pure (i.e., MFLAG(K) < 100, or MFLAG(K”) < 100), subroutine
NEWMIX is called and an unuséd* storage location in the mixed
cell arrays 1is aSsigned to that cell. [The maximum number of
mixed cells at any one time is controlled by the input variable
NMXCLS which should correspond to the dimensions of the mixed
cell arrays. If the user tries to generate more than NMXCLS
mixed cells, NEWMIX calls for an error exit.) Before a cell
K becomes mixed, its flag, MFLAG(K), indicates what material
package'it belongs to. NEWMIX uses that information, traﬁs-
ferred through a variable MO in blank common, to define
the mixed cell variables for the newly mixed cell, as illustrated
by the following FORTRAN statements.

MO = MFLAG(KX) (when pure)

(M = storage location for cell K in mixed cell arrays)

MELAG (K) = M+100 | | - (flag)

XMASS (MO, M) = AMX (K) " (mass)

SIE(MO,M) = AIX(K) (specific internal energy) "

RHO (MO,M) = AMX(K)/[TAU(I)*DY(J)] (density) | |

|

*A storage location M is not in use if RHO(1,M) = -1. o
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A cell that becomes '"mixed" in INFACE has only one material
until subroutine PH2 is executed and the other materials are
transported into it. Note also that PHZ will not transport
material of another package into a pure cell. The interface
of the other package must first cross the cell's boundary in
INFACE before the cell can receive tﬁe material of the other

package in PH2,

4.6.2 'Defining Free Surféce Cells

A cell'containing a free surface often contains only
one material and yet is still treated as a mixed cell since
an interface crosses its boundaries and the fluxes across its
boundaries are a function of the fractional areas computed in
INFACE by CALFRC. Of course, it is possible for a cell con-.
taining a void (i.e., a free surface) to contain more than one
material. A "free surface'" cell K is flagged by setting
RHO(NVOID,M) = 1., where NVOID is one more than the number
of material packages in the problem and M = MFLAG(K)-100.

4.6.3 Accounting for Subcycles

| INFACE usually is subcycled, i.e., the routine is
executed several times each cycle using a fraction of the time
step on each subcycle. It is therefore possible to create a
mixed cell after one or more subcycles of INFACE have been
completéd. In that case the flux tefms (SAMMP, SAMPY) for
that cell have not been accumulated for the completed sub- .
cycles and need to be comﬁuted before adding in the flux
terms for the current and subsequent subcycles. Therefore, |
when INFACE has complcted at least one subcycle, NEWMIX calls

FLUX after setting up the storage for the new mixed cell.




4.7 CREATING PURE CELLS

4.7.1 Defining Material that Remains in the Cell

After the fractional areas associated with each
material package have been computed, INFACE searches for
cells that were interface cells on the previous cycle but
‘no longer are cut by an interface. Such a cell has become
pure and 1ts flag, MFLAG, is made negative to signify that
fact until the transport has been completed in PH2. To
determine what material package a new pure cell K belongs
to, INFACE first looks for a neighbor that is pure and
assumes cell K will belong to the same package as one of

its pure neighbors, e.g., in the following diagram,

\/f Material Package 1’
~N ' .

KL K ~

KB

Material Package 2

the cell below is pure (MFLAG(KB) = 2), therefore cell K has
become a pure cell belonging to package 2. In case all four
neighbors are mixed, the cells KB and KL are examined as

1llustrated in the following example.
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Since cell K is not crossed by an interface it follows that

if the fractional area of the top of cell KB for package 2

is the total cell boundary area then cell K must belong to
package 2. The cell on the left of cell X is used analogously
i1f cell K is in the bottom row of the grid.

4,.7.2 "Evacuating Materials

To signify that a material interface has passed out
of cell K, the density of that material is set to zero. For
example, consider the figure above assuming there are two
material packages in the grid; the densities of cell K are
redefined until the end of the cycle as follows:

M = MFLAG(K) - 100
RHO(1,M) =
RHO(2,M) # 0.
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These zero densities are later used as a signal to adjust the
fluxes of material 1 so that the material will be exactly eva-
cuated from cell K. This adjustment of the fluxes usually occurs
twice in INFACE by caliing subroutine ADJFLX, once during the
first subcycle (for cells that become pure during the first sub-
cycle) and once after all subcycles are completed (for cells

- that become pure after the first subcycle). For the first
case the flux terms for mixed cells (SAMMP; SAMPY) are saved
from the previous cyclés to indicate the direction of the

flow and the direction of the evaluation. In the following
example, t1 represents time, and ML and MB are locations
assoclated with the mixed cells on the left of and below cell

K, respectively:

t
2 .
t flux terms
t Qf\ J . - Material 1 u
LI \\ Package 1 :
AN ~ SAMMP (1,M) > 0.
NN . :
SRR § SAMPY (1,M) > 0.
t, NN
' NN - SAMMP (1,ML) = 0.
LS K K N _
RN ANG N N :Z" SAMPY (1,MB) = 0.
NN :
NN\
NP KB
R N ' Material
Void N | Package 2
\:\
J
N
o

At tz, the t1 flux terms indicate that any mass of
package 1 still in cell K should be evaluated out the right
and top boundaries, not the left or bottom. These evacua-
tion procedures are used for a cell that has lost one inter-
face but is still cut by another interface (so is still

mixed) as well as for cells that have become pure.
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V. THE PRESSURE AND DENSITY ITERATION FOR MIXED CELLS

5.1 GENERAL METHOD

For ordinary one-material cells, it is possible to’
compute the pressure directly from the material density and
spec1f1c internal energy. For cells containing more than
one material, it ‘is necessary to make additional assumpﬁions
in order to determine cell pressure. In the present method,.
ﬁhe cell pressure for mixed cells is determined by an intera-
tion procedure. Specifically, the densities of ‘the various
materials within the cell are varied, subject to the restric-
tion that the cell be exactly filled by the masses therein,

until the individual pressures converge to a common value,
taken to be the cell _pressure. This process gives, in addi-
tion to the cell pressure, the densities of the individual
materials for subsequent use in the Phase 1 energy partltlon

and in the Phase 2 transport calculatlon

The procedure for determlnlng the pressure and the

densities in a mixed. cell 1s actually divided into two parts,

"a pre-iteration calculation to assure that the cell is filled
-exactly and an iteration calculation to converge on the de-

'sired P's .and p's.
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5.2 PRE-ITERATION CALCULATION

In general, the masses and densities which exist at
the beginhing of the calculation do not exactly fill the
cell since cell masses were changed in the Phase 2 calcula-
‘tion of -the previous cycle. The pre-iteration calculation
fills the cell exactly by taking account of the constant-
energy compressibilities of each of the various materials.
Stepwise, this is done by: '

1. Calling EQST to_compute P; and C? |
[= 3P,/ 3p; g, from the old values
of_ s and Ei (assumed constant through-
out the calculation) for each material in the
cell.

2.. Normalizing (see proof below) the densities

to £ill the cell exactly

N ; s
AVi AP/h:.L
where‘ .
2 . 2 2 2 BPi
hy =05 €5 = 03 (33;) ,

E;

(VOL-VCELL)

>
! h

AP =

K




£33

and .
mass of constituent i

=
1

and.
volume of the cell.

)]

VCELL
Theé above increments in specific volume are used to obtain

the new specific volumes according to

V. =V

i __iold * Avi

and

Py = 1/V5

then gives the desired new densities,'causing the cell to
be filled exactly. This can be shown as follows:

mgVy o= my(Vio14 * 8V;)

_ IR 2
miAP/hi

= M/Pi014
- m. (VOL-VCELL)
= m;/Pig1a - — e
. T n2 oy, 4
. 1 : 2
. ) J h j

Summing over all constituent materials gives

)RS

- ~ "1 h?
_ _ L _ - _____i - -
E m.V. = VOL - (VOL-VCELL) —= = VCELL
T _ N L
. P . | J j

A

and shows that the new volumes 'miVi of the constituents

add up to the total cell volume.

: 9..




5.3 ITERATION CALCULATION

Given that p; = £;(V;, E;) and i =(ap;/00; )
(calculated by EQST) for materials 1 =1, ... M, it is
desired to find cell pressure, P, by varying the Ve (= 1/pi)
until the Pi's are equal within some specified accuracy,
subject to the.restriction that the cell remains exactly
' filled and that the E; are held constant.

The equation of volume conservation 1is

Zmi AV, =0

and the equation that causes métefiall i to undergo a

change in specific volume V;, such that its pressure changes
N _ ) =N+1
common to all materials in the cell at the end of the

iteration cycle, is

from its current value P

av
_ (sN+1 | NV _
’ av, = (P Pi)(api)E i=1, M
i
where
(aVi) ) -1 -1
P 9; /g,
1

These equations, for 1 =1, 2, ..., M can be regarded as
M+1 equations for M+1 unknown quantities, AVi and FN+1.
Other quantities in the equations are either known constants
(mi) or are updated cach cycle of the iteration '

[Pg and (BVi/aPi)E J and are taken to be constants while
1 .
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solving these equations for AVi and PV'!. The solutions
are’ '
n N
-l-)-N+]_____ Zpi wi
ot
1
and
_ 1 N N+l
av, = = (o) - PV
1
.where
(BPi) : aPi s s
h = — =—p(.____) = - p C
1 avi E. i Bpi E i
i : i
and.
Wy =my/hy

That these equatlons are solutlons to the given equations
can be verified by direct substitution.

The iteration would be exact (single cycle convergence)
if the input coefficients (BPi/BVi)E_ were. constants, since
the solution does not involve additidnal approximations.
However, since this ié not the case,. the coefficients and
the pressures are necessarily recomputed each step of the
_iteratioﬁ by calling.subroutine EQST with the Vi- generated

~during the previous- step.

Stepwise;'the iteraction calculation is as follows:

1. Call EQST to find Py = £;(v;, E)

and (BV /BP )L |
i
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2. Compute new pi*l

3. Compute new AV, from above formulas.
4., Update VT+1

by adding the above AVi to
‘ ' the old specific volume.

N 5. Return to (1) using the.new values for Vi‘

‘ The iteration is complete when the Pi‘s all equal

P to some preset accuracy. Usually, convergence is obtained
in a maximum of two or three steps 1f the convergence cri-
terion [P, - P| < 10°° P is used.
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VI. TIHE PRESSURE BOUNDARY CONDITION

The BRLSC code has the option of applying a time and.

position dependent pressure boundary condition.

6.1 GENERAL METHOD

- When a pressure boundary condition is to be applied,
subroutine APLYPR is called at the beginning of CDT. This
subroutine identifies the section of the- -moving surface
along which ‘the pressure force is to be applled ‘and determlnes
which cells are cut by that portion of surface. Those cells
are flagged and the coordinates of a point in the cell which
lies on the surface are determined. These coordinates, along
with the time, are used as input to subroutine PRESBC* which
determines the pressure, density and internal energy of the
driving material at that position and time. The pressure,
den51ty and 1nterna1 energy are then returned to APLYPR
which iterates on the den51ty of the material already. in the
cell until the pressure of that material is equal to the pres-
sure which was returned from PRESBC. From the mass and new.
density of the material in the cell, the volume which the
material occupies is determined and the volume of the void
remalnlng in the cell computed - The volume of the void
is then filled with mass with the density and internal
energy which was returned from PRESBC. The total cell mass
and internal energy and the total theoretical energy in the
problem are updated to reflect this extra mass and energy
and the cell pressure is set equal to the desired driving
pressure. When all cells cut by the pressure-loaded section
of the free surface have been'flagged, the pressures sect and

the masses and energies updated, APLYPR returns to CDT.

“The user must supply subroutinc PRESBC if a pressure
boundary condition is to bec employed.
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Any cells which have had their prcssures set in APLYPR are
ignored during the pressure iteration section of CDT but

are included when determining the time step.

After the pressﬁres have been defined along the
desired section of the material boundary, they are used to
accelerate the material. This is done in PH1 by calling sub-
routine FAKMAT for all cells which have been flagged by
APLYPR. FAKMAT looks at the four cells which surround the
cell being processed. If a neighboring cell is flagged as
being a void cell, the interface between that cell and the
cell (K) being processcd by PH1 is considered to be a trans-
mittive boundary. The interface pressure (which'PHl had set
equal to zero) 1is reset equal to the pressure of cell K and
the work done at the interface is added to the total
theoretical energy of the problem. PH1 then utilizes the-
new values for interface pressures to update the cell's
velocity and internal energy. The energy is then partitioned
between the original material in the cell and the artifi-
'cially added driving material which was added by APLYPR.

The last step in applying the pressuré boundary
condition is to call RMVMAT at the end of PH1. This sub-
routine removes the mass and energy of the material which
was added by APLYPR, redefines the total cell mass and
internal energy, and updates the total thcoretical energy
to reflect the reduction in total energy. The flags that
were set by APLYPR are unset and RMVMAT returns control
to PH1. At this point, the grid again contains only one
material but its total energy and momentum reflect the :g
work and impulse delivered it by the pressurec boundary con- ;
ditions. . '_ ' .

Subroutine RMVMAT is also called from one other place
in the code. Since restart tape dumps arc made in EDIT, and

EDIT is called after CDT and bLefore PHl;”thc cell masses and

i
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internal energies written on the tape include the artifically

added mass and energy added by APLYPR. It is thercfore
necessary to call RMVMAT after INPUT and before CDT any time

a problem is being restarted in order to restore the grid, to

el

the pre-CDT condition it had before the tape dump was made.

‘;,.

The following scction shows step by step how the

pressure boundary condition is applied.
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6.2 STEP-BY-STEP APPLICATION OF THE PRESSURE BOUNDARY
CONDITION

KA

Void

YOUt

4————— Free Surface
Interface

6.2.1 Subroutine APLYPR

Subroutine APLYPR, called at'the beginning of CDT,
follows the interface tracers which define the portion of
the material boundary along which the pressure force is to’
be -applied and determines which cells it intercepts (in the
)

-~ .above sketch, the interface enters-cell K at (xin’ Y

and lecaves at (kout’ Yout)' Then, for each ccll K:

in
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Py
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L bed

(1)

(2)

(3)

4)

(5)

tr1
0

Vol

_ 1 v
Compute P Xp = > (xin + “out)
_ 1
Yp T2 (Yin ¥ Yout)

Call PRESBC to find:

P o= £,(X, Y, T)

= f (X
Py .p( pr Yp» T

x = £0 Yo, D

Iterate on Py (the density of liner material

in cell K) until
P, = f(p,, Ey) =P,

where E = Specific internal energy of the liner

i

‘material and P is the pressure.

Use the updated value for 'pz to compute the
volume of K which will be filled with explosive

x = VCELL - mi/p,

Fill the cell with mass (with values defined by
PRESBC) and update the total theoretical energy
to reflect this added mass and energy

Am = Py * VolX g

ETH = ETH + AM(EX + %.(U(K)Z + V(K)z))

AIX(K) = (AMX(K) » AIX(K] + Am - Ex)/@NX(K) . Am)

AMX(K)

AMX(K) + Am
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(6) Define pfessure in cell

P(K) = Py

6.2.2 Pressure Calculations in CDT

When control returns from APLYPR to CDT, the pressures
in all cells along which the pressurc force is to be applied
have becn defined. Also, the masses, and energies in these
cells have becn updafed'to simulate the existence of the ex-
plosive material in the cells. CDT skips these cells when
computing céll pressures since their pressures have alrcady
been computed.

6.2.3 Special Treatment for Pressure Loaded Cells in PH1

(1) Special consideration must be given to any.céll
interface which exists between a cell which has had its pres- .
sure defined by APLYPR and a void cell. It must be remem-
bered that if the driving matcrial were actually in the
problem instead of being defined by a function (PRESBC),
cells bordering the interface cells that have had their
pressureé set would not be void but would contain the
driving material. It then beccomes necessary to treat these
special cell interfaces as being interfaces between two cells
containing material instead of as an interface. between a
cell containing material and a void cell. This is done by
subroutine FAKMAT which identifies these special cell inter-
faces and sets their values of velocities and pressures so
that these cclls can be treated as if they were trans-
mittive boundaries. Referring to the previous sketch, con-
sider the interface between cell K and void cell KR.

During the normal exccution of Phase 1, the following inter-

face valucs would be computed as (see Section 2.2.2):
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pT = 0.
ut = UK
vE = v(K)
St. = 0.

SL, = 0.

Then, before the velocities and energics in cell K are
updated in PH1, subroutine FAKMAT would be called. FAKMAT

would redcfine the interface pressure:
PT = P(K)
and update the total theoretical energy in the problem by

ETH = ETH + AT « y* - PT - At .
The interface value of pressure between cell K and void
cell KA would also be modified in a similar manner.

(2) Once the total change in internal energy for
the entire cell has been computed (AAIX) it is necessary
to increment the internal energy in the liner CASIEx)' This
is done by applying the following equation

N AMX(K) + BAAIX
ASIE, = y CANN (R = Ml)}

2 A2 2
Py Cy *

poCs oy YxP (K)

where py and yy were determined in PRESBC and Ci is

the sound speed in the liner.

- (3) After the applicd pressurce force has been used
to update the velocities and energies in the interface cells,
the mass and associated energy which was added by APLYPR
must be removed. This is done by calling RMVMAT at the end
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of PlIl. RMVMAT redefines the total theoretical encrgy,

e L 1 ) A
ETH = ETH + M, E, - AMX(K)-AIX(K) + 2|M, - AMX(Lﬂ[U(k)~+V(h)§

and redefines the total cell mass and energy

AMX(K)

Mz

AIX(k) = E

£

At the end of PHl, the momentum and energy of the
liner material has been updated to reflect the impulse and
work delivered to it'by the applied pressure boundary con-
dition. = | |
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VIT. SAMPLE CALCULATIONS

In this section of the report, sclected results from
three calculations are given. The three calculations were
chosen to demonstrate the three modes in which probleﬁs can
be run with BRLSC (see Section 8.3.1.1). For a more de-

tailed description of several problems run by BRLSC, see

Ref. [7].

7.1 THE BRL PRECISiON SHAPED CHARGE

This problem* was run in mode 1 using the Shaped
Charge reported in Ref. [4]. The explosive was octol and
the liner was copper with a thickness of .081 inches and
a half angle of 21 degrces. The liner was set up in an

“Eulerian grid with square cells (DX = DY = .145 cm).

Strength effects were not included in the calculation
since earlier calculations had shown that including strength

in shaped charge calculations has a negligible effect on
the resulting jet.
i Figures 4 and 5 show the configurations at various

times. For further details about this problem, see Ref. [7].

7.2 AN ARTIFICIALLY DRIVEN SHAPED CHARGE LINER

%
This problem was run to demonstrate the results

obtained by running a problem in mode 2 (using a time and
position dependent pressure force along the outer surface

The liner, a shortened version of the 105 mm

of the liner).
shaped charge liner[sl, was copper, .106 inches thick, and

had a half angie of 21 degrees. The grid contained square

e

" This problem had 3600 cells in the Culerian grid and took
102 minutes to run 471 cycles (35.0 psec) on a Univac 1108.

* %
This problem had 2100 cells in the Eulerian grid and took
10.5 minutes to run 196 cycles (10.0 uscc) on a CDC 6600.
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t = 10.0 pscc t = 14.0 usec

Fig. 4--BRL preccision shaped charge.

72




t = 23.0 usec
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cells (DX = DY = .12 - cm) and the effects of strength were
included. |

Figure 6 shows the liner configuration at 10 usec.
The shaded regions shows cells which have not failed. For
additional details, see Ref. [7].

7.3 THE COLLAPSE OF A FREE FLYING LINER

This problem was run during the early stages of
developing BRLSC and is included as an example of mode 3.
The liner was set up with an initiai.velocity of 3.3 x 105
cm/sec directed inward in the direction of the liner. The
liner was copper, had a thickness of 0.27 cm, and had a half
angle of 35.75 degrees. The grid was made up of square cells

with (DX = DY = .05 cm). The effects of strength were not
included. ' ' '

Figure 7 shows the configurations at various times.

For additional details, see Ref. [6].
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" Fig. 7--Example of a Mode 3 calculation
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VIII. USERS GUIDE TO THE BRLSC PROGRAM

This section of the report constitutes a users manual.
It contains the information necessary to generate and run shaped
charge problems with the BRLSC code and is divided into five
parts. The first part gives a short description of some of
the major problems encountered while writing BRLSC and what
was done to overcome or minimize these problems. The second
part.contains a brief description of every subroutine in the
BRLSC code. The third part gives some of the code's restric-

‘tions, the options available, and explains how to set up the

input deck for genérating and running shaped charge problems.
In Section 8.4, the procedure for restarting problems is given
and Section 8.5 1is a'dictionary of the more important variables
used in BRLSC. '

8.1 INTRODUCTORY REMARKS

BRLSC is basically the_HELP[l] code which has been
modified to allow it to handle shaped charge problems. ‘While
writing BRLSC, it became apparent that there were several main
problems to overcome. A brief discussion of the problems and
the modifications made to correct them follows. '

8.1.1 Problem Generation

It was necessary to rewrite subroutine SETUP to. allow
shaped charge problems to be easily generated, giving the user
a wide choice of possible materials, configurations, zoning,-

etc.
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8.1.2 Thin Liners and Free Surface Cells

_ Since shaped charge problems involve thin liners moving
diagonally through the computational grid, the majority of the
cells which contain liner material are mixed cells, either con-
taining liner material and high explosive or liner material
and void. Two main problems became apparent when a thin liner
was moved through the grid. First, free surface or underdense
cells tended to be over-accelerated in PH1. This problem has
been solved by rewriting the PH1 difference equations so that
interface pressures are computed as an inverse density weighted
average of the cell pressures. The second problem involved the
realistic definition of the material density in free surface
cells used in computing mass fluxes. This problem was overcome
by computing volume fluxes as well as mass fluxes and updating |
the density of the material in free surface cells at the end
of PHZ. Also, the material densities are updated in PHI1 by

computing the change in volume due to the surrounding velocity
field. o |

8.1.3 Computational Stability

In the initial solutions of shaped charge problems, it
was observed that instabilities occurred in regions of thé
grid with low velocities. These instabilities often lead to
unsatisfactory results. The stability of a calculation depends
in part, on the effective viscosity which is the result of
converting kinetic energy to internal energy during mass trans-
port (PH2). If velocities are small, there is little mass flux
between cells and, as a result, little cffective viscosityo'
These 1nstabilities were considerably reduced by computing a
pseudo-viscous pressure term (i.e., artificial viscosity)
which 1s included in the interface pressures computed in PH1.
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8.1.4 Negative Internal Cnergies

Another major problem which arose during the early stages
of the deveclopment of BRLSC involved negative internal encrgy.
Negative internal encrgies were generated in one of three ways.
First, when cells were.over-accclcrated in PHl1, the increase
in kinetic energy in the underdense "kicked" cell was offset
by a decrease in internal energy in the cell(s) which did the
"kicking'". Secondly, if the mass fluxes out of a cell were
grcater than the mass in the cell (regardless of the mass
fluxes into the cell), negative internal energies could result.

- Finally the internal energy of one material in a mixed cell

could become negative when its momentum and energy were updated,
even 1f the total cell internal energy was positive. This can
occur in PH1 or PHZ. The first of these problems was minimized
by the inverse density weighting scheme for computing inter-
face pressures in PH1. The second was cured by placing limi-
tations on the mass fluxes out of cells. The third was solved
by modifying the manner in which the internal energies of
materials in mixed cells are incremented in PH1 and by insuring
that all internal energies of materials in mixed cells have

the same sign as the total cell energy at the end of PH1 and

PH2Z.

8.1.5 Overheating of Cells

Certain cells in regions of very high velocity gradients
tend to become overhcated, i.e., their calculated internal energy
is unrealistically high. This arises when the mass entering a
cell is moving at a velocity extremely different from the
mass alrecady in the cell, so that too much kinetic energy is
thermalized. To prevent this overheating from unrecalistically
vaporizing material, only the condensed form of thc Tillotson

equation of state 1is used.

79




8.1.6 Explosives

In order to run shaped charge problems, it was necessary
to modify the code to handle explosives. - This was done by
adding subroutine LOSXPL which is called by EQST when computing
pressures in cells containing the explosive. EOSXPL determines
the location of the detonation front and whether the cell in
qﬁestion is behind, intercepted by, or ahead of the detonation
front, modifies the equation of state for the explosive .
accordingly, and computes the pressure. |

8.1.7 The Pressure Boundary Condition

- Shaped charge problems can be run with BRLSC by applying
time and position dependent pressure force along the outer
surface of ‘the liner. Subroutine PRESBC must be supplied the
necessary information to cdmpute the explosive's pressure,
density, and internal energy for any point along the liner-
explosive interface for any time. These values can be deter-
mined by a crudely resolved BRLSC calculation, a Lagrangian
caiculation, or from analytical approximations. BRLSC then
computes the resulting liner collapse and jet formation. Since
there is no actual explosive'matefiai in the grid, the cost of
running a problem involving a well resolved liner is greatly
reduced. Also, by omitting explosive material from the problem,
an effective slip surface exists between the would-be explosive-
liner interface. ' ' |
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8.2 SUBROUTINE DESCRIPTIONS

The folliowing section contains a brief description

of every subroutine used by the BRLSC code. Also included

Ldelld Lo L3

is a general flow diagram (Fig. 9) showing the inter-relation-
ship between subroutines, and Table 3 lists all of the sub-
routines, which subroutines they call, and which subroutines

they are called from.

»

ADJFLX: Subroutine ADJFLX calculates the mass and
volume fluxes out of mixed cells which have lost a material
interface and should be evaluacted of that material. It also
initializes the mixed cell fluxes when called during the fifst
pass through INFACE. '

ted L3 6.1

ADJSIE: Subroutine ADJSIE makes sure that all the
specific-internal energies assigned to materials in a mixed
cell havé the same sign as the total spetific internal energy
for the cell. It also insures that the sum of the cell's
material masses and energies- equal the total cell mass and

energy.

APLYPR: Subroutine APLYPR can be used to apply a time
~and position dependent pressure boundary condition to a section
of a material boundary. It identifies the cells to which the
pressure is to be applied, calls PRESBC to determine the |
pressure, density and specific internal energy that the arti-
ficially applied material has at that point; adjusts the

density of the material already'in the cell to give the
desired pressure, and fills the rest of the cell with the

gl Lidwked B

|
|

driving material.
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. TABLE 3
SUBROUTINE REFERENCES

Pl

Calls

ERROR, FLUX

Subroutine Is Called From
ADJFLX INFACE |
ADJSIE PH1, PH2
APLYPR EQST, NEWMIX, PRESBC CDT
BRLSC CDT, EDIT, EDITCR, .
' INFACE, INPUT, PH1, PH2,
RHVMAT |
' CALFRC ERROR, NEWMIX, NEWRHO INFACE
CARDS ” INPUT
CDT APLYP”R, EQST, ERROR BRLSC
EDIT ERROR, MAP BRLSC, ERROR
EDITCR BRLSC, SETUP, SETUPS
EOSXPL* EQST, SETUP |
EQST EOSXPL  APLYPR, CDT
ERROR EDIT CALFRC, CDT, EDIT,
INFACE, INPUT, NEWMIX,
NEWRHO, PH2, SETUP
FAKMAT PH1
FLUX INFACE, NEWMIX
INFACE ADJFLX, CALFRC, ERROR, BRLSC |
FLUX, MOVTCR - ‘
INPUT CARDS, ERROR, SETUP BRLSC
LOCIJ | SETUP2, SETUP4, SETUPS
MAP EDIT .
MOVTCR INFACE
NEWMIX APLYPR,

CALFRC, SETUP2




Table 3

Subroutine References (continued)
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Subroutine Calls Is Called From

NEWRHO ERROR | CALFRC

PH1 ADJSIE, FAKMAT, PH3, BRLSC

PRSVIS, RMVMAT

PH2 ADJSIE, ERROR, ZROMAS BRLSC

PH3 STRNG PHI

PRESBC APLYPR

PRSVIS PH1

RMVMAT | __ | BRLSC, PH1
| seTup _EDITCR, ERROR; SETUP1 INPUT

- SETUP4, SETUPS5, SETXPL*

SETUP1 - SETUP2 | | SETUP

SETUP2 LOCIJ, NEWMIX, SETUP3" SETUP1

SETUP3 SETUP2

SETUP4 LOCIJ SETUP

SETUPS EDITCR, LOCLJ SETUP

STRNG o PH3
ZROMAS PH2
.*SET¥PL is an éntry ﬁoint'in EOSXPL




{j

zwwwi einrz‘-w;].
. [

2]

b

(.9

l

Ll 0 €3 el e I e [

BLOCK: A block data element that defines normal

‘density and the bulk sound speed of ninetcen materials.

BRLSC: The overall cycling of the calculation is

controlled by BRLSC, as shown in Fig. 9. It is the main
routine of the code and calls INPUT, RMVMAT, CDT, EDIT, PH1,

INFACE and PH2Z, in that order. If it is necessary to sece

the effects of each phase of the calculational cycle, BRLSC.
will respond to the input parameter INTER and call EDIT on
priht cycles after PH1 as well as after CDT. BRLSC also
calls EDITCR and EXIT on the normal cessation of the

calculation.

CALFRC: In subroutine CALFRC, the tracer particles
that circumscribe each material package are followed and
the intercepts with cell boundaries are determined. The
location of each intercept is then used to. determine the
fractional cell areas for each material in each mixed cell.
If a previously pure cell is intercepted, it is flagged

mixed.

CARDS: Most of the input parameters stored in blank
common are read by subroutine CARDS. The format of these

input cards is described in Section 8.3.2.

CDT: A principal function of this routine 1s to compute
a time step which ensures stability of the finite difference

equations. This is done by finding the cell with the minimum

of

(a) AaXxaY/(ax|v| + avju})
(b) AX/C
(c) ayY/cC
where AX 1is the radial dimension of the cell (cm), &Y is

the axial dimension of the cell (ecm), |U| .is the absolute
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value of the radial velocity of the cell (ecm/sec), V 1is the
absolute value of the axial velocity of the cell (cm/sec) and
C is the local sound speed (cm/sec). For a polytropic gas
the sound speed is computed as vyp/p and for other materials
by the appropriate relation C = C_+ B /P where P 1is the
pressurc in the cell and the coefficient, B, is an input para-
meter. C is defined in BLOCK for nineteen materials as
/K7E:} where A is a coefficient in the solid equation of
state. In a mixed cell the sound speed is given by a mass
weighted average of the sound speeds of the materials in the
cell. Each cycle "CDT prints the column and row (I,J) of

the cell controlling the time step as well as the maximum sound
speed in the grid (MAXC), the maximum velocity in the grid
(MAXUV) and the velocity and pressure cutoff values.

Another function of CDT is to equilibrate the pressures
of materials in mixed cells using an iteration scheme that
adjusts the material densities. A detailed discussion of this
iteration method is found in Section 5. The pressures for
pﬁre cells are also updated-in C€DT by a call to the equatibn
of state subroutine, EQST, with the density, energy and
material code number of the cell (RHOW, ENERCY, N) passed
through blank common. ' :

When a pressure boundary.condition is being applied fo
a material boundary, CDT calls subroutine APLYPR which com-
putes the necessary densities and pressures in the cells that
the surface intercepts. These cells are bypassed in the ‘
' pressuré iteration section of CDT. '

EDIT: The periodic printing and writing on the re-
start tape are cxecuted by subroutine EDIT. The frequency

of printing and tape dumps is controlled by input parameters
described in Section §.3.3.
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On ecvery print cycle EDIT prints the mass, total encrgy,
1nt01nal cnergy, kinetic energy, axial and radial momentum,
and plastic work for each material package as well as for the
entire grid. The changes in cnergy due to.evaporation and
losses out boundaries are also accounted for. The coordinates
of the material tracers circumscribing each package are printed
in cell units. Summary maps of the compression, pressure,

velocities and internal energies are printed if the input

‘parameter, MAPS, is non-zero. And finally, the pressure,

velocities, internal energy, compression and stress deviators
for all cells in the active grid are displayed on 'long" EDIT
prints and for cach cell in the axis column on "short" EDIT

print.

Another important function of EDIT is to compute the
relative error in the total energy of the grid when summed
over all the cells, and to check that this error does not
exceed a limit specified by the input variable DMIN.

EDIT also senses when execution should stop and sets
the exit flag, WFLAGL.

EDITCR: The coordinates of the interior tracers (XP,
YP arrays) arc printed by EDITCR. This subroutine 1is called
from SETUP and at the end of every run. :

EOSXPL: EOSXPL is called to cdmpute pressures and the

constant-cnergy compressibilities for idecal gasses and

explosives. Gamma-lawlcquation-of-state constants are given
(Table 2) for eightecen explosives. If calculating the. o
pressurc for cells containing explosive material, the equa-
tion of state is modified for cells that are either cut by |
or are ahcad of the detonation front. The modifications to
the equation of state are such as to give zero pressures
ahead of the detonation front without brcaking down the

pressure iteration. See Section 2.3 for further details.
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An entry point labeled SETXPL is also included 1in
EOSXPL. SETXPL is called in setup and returns the gamma,
detonation velocity, initial density, and specific available

energy for the explosive being set up.

EQST: The equation of state constants for nineteen
materials are stored in DATA statements in EQST. (These
‘constants are displayed in Table 1.) Given a code number
for specifying the material, a density and an energy, EQST
computes a pressure and a constant-energy compressibility.
"A more detailed discussion of the equation of state 1s given
in Section 2.3. EQST is called by CDT to compute pressures
of pure cells as well as of materials in mixed cells. EQST
is also called from APLYPR when iterating to find the density
of material ih a cell which is to have a pressure boundary
condition applied to it. ' |

ERROR: This subroutine is called in the event that

certain error conditions are violated, e.g., the energy sum
error exceeding the specified 1imit. ERROR prints a message
identifying the general location of the error condition,

lists the Z-block variables (first 150 words of blank common),

calls EDIT to do a long print and tape dump; and then calls
exit.

FAKMAT: If a pressure boundary condition is being
~applied, FAKMAT identifies all interfaces between void cells
and cells which have had their pressures defined by APLYPR.
The interface pressures are redefined in a manner that allows
these interfaces to be treated as if they were transmittive
boundaries. The total theorctical energy is then updated to
reflect the work done at the interfaces.
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FLUX: The mass and volume fluxes across the right

and top boundaries of a mixed cell for each material in that
cell are computed in FLUX. These fluxes are storcd in the
SAMPY, SAMMP, VOLRT and VOLTP arrays and executed in subroutine
PH2 which does the actual transport of material across all
cell boundaries. FLUX uses the position of the materiél
interfaces to compute the fluxes of the various materials in
the cell. See Section 4.5 for a more complete description of

',transport_from mixed cells.

INFACE: The tracer particles that circumscribe each
material package are moved by calling MOVTCR from INFACE..
Subroutine CALFRC is then called by INFACE to determine
where the interfaces cut cell boundaries and to compute the
fractional areas for each material at tHese interfaces. For
a gifen cycle, INFACE senses which cells become mixed and
which become pure. INFACE also calls FLUX to determine the
mass and volume fluxes across mixed cell interfaces and calls
ADJFLX to initialize the flux arrays and to set fluxes to
remove material from mixed cells which become pure.

INPUT: Instructions for running problems are inter-
preted by INPUT which can either start or restart a calculation.
It calls SETUP and CARDS, as necessary, to prescribe the init<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>